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How to consume FS services in a Cloud?
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DPU-Powered File System Virtualization
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Option 1: Traditional Distributed File System client
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Option 2: NFS gateway for Cloud File Systems
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Offloading using DPUs:
✔ Block storage devices (NVMe and virtio-blk)
✔ Networking (virtio-net & programmable switch)
✖ File systems “DPFS” to fill the gap

The DPU-powered Cloud☁

Container

ARM Linux

Storage Networking Cloud 
orchestration

NIC Acceleration ASICs

• Also known as SmartNIC or Infrastrucure Processing 
Unit (IPU)

• “A NIC with compute and offload capabilities baked in”
• We focus on DPUs with a CPU
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Option 3: Remote Block Storage
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The high-level FSvirtualization stack
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Challenges that DPFS solves
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Hardware Abstraction Layer
FUSE API
Several backends

The DPFS framework: DPU-Powered File Systems
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Hardware Abstraction Layer
FUSE API
Several backends

The DPFS framework: DPU-Powered File Systems
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Hardware Abstraction Layer
FUSE API
Several backends

The DPFS framework: DPU-Powered File Systems
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vir.o-fs over PCIe
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Hardware Abstraction Layer
FUSE API
Several backends: NFS

The DPFS framework: DPU-Powered File Systems
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vir.o-fs over PCIe
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Hardware Abstraction Layer
FUSE API
Several backends: NFS, KV

The DPFS framework: DPU-Powered File Systems
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Hardware Abstraction Layer
FUSE API
Several backends: NFS, KV, NULL

The DPFS framework: DPU-Powered File Systems
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virtio-fs over PCIe
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Instantly returns any operation

Evaluates raw DPU performance:
latency and throughput

BlueField 2 vs BlueField 3 (soon)
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• Q1: Baseline performance when using a DPU (NULL)
• Q2: Throughput of DPFS-NFS (compared to Host NFS)
• Q3: Latency improvements with specialization (DPFS-NFS & -KV)
• Q4: Host CPU overhead analysis
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Experimental evaluation
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Host setup:
• 2x Intel Xeon E5-2630 v3, 2.2GHz, 8 cores/socket
• 128GiB DDR4 1600
• Clean Ubuntu 22.04 (Linux 6.2) and fio 3.28
• NFS with optimized settings per Google Cloud (does more caching than DPFS)
DPU:
• Nvidia BlueField-2
• 8x A72 ARM cores (running Ubuntu 20.04 Linux)
• 16GB single-channel DDR4
• 100Gb/s ConnectX-6 network interface
• Exposes a single virtio-fs device to a single bare metal host
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Experimental setup
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DPU setup:
• 1024 queue depth on the DPU
• Single core
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Slow Arm A72 core fully saturated

Max TP = 7GB/s read and 5GB/s write
Large block sizes preferred

Read latency = 38.6µs
Write latency = 43.3µs

~40µs

?

?

Q1: Baseline DPFS performance (NULL)
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Random 4k Random 32k

Bottleneck = TCP NFS I/O Bottleneck = Limited queue depth (XLIO)
XLIO Read path bad with large BS & QD>=4

Queue full Queue full

Q2: DPFS-NFS evaluation
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Q3: Latency evaluation
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Random 4k, QD=1

Baseline DPFS-NULL latency

Hardware specialization is key 
(e.g. TCP offloading or RDMA)
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Q4: Evaluation CPU savings
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Hypothesis:
Virtio-fs much lighter than NFS, so we 
expect big CPU savings.
(13k LoC vs 181k LoC)

Test setup:
• System-wide (kernel only) performance 

counters to account for RX path
• Take a 300s baseline, then perform a 

300s stress test. Subtract the baseline 
from the stress test to only leave the 
instructions used for I/O.

• 4 KiB 50/50 read/write workload
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Conclusions

• DPFS: a DPU-Powered File System Virtualization framework
• Designed to meet the cloud FS needs of efficiency, management & security
• 4.4x host cycle savings and similar performance to NFS
• Multiple backends: NFS, NULL and KV

More info about the project at:
github.com/IBM/DPFS
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Future work for DPFS

• Performance optimizations
• io_uring file system backend for DPFS (DPU-local mirror)
• Thread pooling in DPFS
• Multi-queue support in virtio-fs and DPFS
• Transition to faster DPUs (i.e., Nvidia BlueField-3)

• Multi-tenancy performance evaluation
• New RPC-based Virtio-fs backend

• Split metadata and data paths, cut network hops and memory copies for data path
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Info and contact about the project:
github.com/IBM/DPFS
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